MEASURES OF WEAK NON-COMPACTNESS IN SPACES OF
NUCLEAR OPERATORS
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ABSTRACT. We show that in the space of nuclear operators from ¢9(A) to
£P(J) the two natural ways of measuring weak non-compactness coincide. We
also provide explicit formulas for these measures. As a consequence the same
is proved for preduals of atomic von Neumann algebras.

1. INTRODUCTION

There are several natural ways how to measure weak non-compactness of boun-
ded subsets of Banach spaces. One possible way was introduced in [9] where it
was used to prove stronger and more precise versions of some results on weak com-
pactness, including a fixed-point theorem. Another approach was used to prove
a quantitative version of the Krein theorem — it was done independently in three
papers [11, 13, 8] using different methods. The second approach inspired a fruitful
research, the applications include quantitative versions of several classical theo-
rems on weak compactness (Eberlein-Smulyan theorem [2], Gantmacher theorem
[3], James compactness theorem [7, 14]), a characterization of subspaces of weakly
compactly generated spaces [12] or a quantitative view on several properties of Ba-
nach spaces (Dunford-Pettis property [17], reciprocal Dunford-Pettis property [19],
Banach-Saks property [5] etc.).

It turns out that there are two essentially nonequivalent ways of measuring weak
non-compactness — the one introduced in [9] and the one used in all the other
above-quoted papers. The nonequivalence of the two approaches follows from [4] as
it was explicitly noted in [3]. The counterexample is constructed as the cp-sum of
a sequence of Banach spaces obtained by a suitable renorming of the space ¢3. On
the other hand, in certain classical spaces the two approaches are equivalent [17].
So, it seems to be an interesting problem whether there is some natural classical
space in which the two approaches are not equivalent.

In the present paper we show that the two ways of measuring weak non-compact-
ness coincide in certain spaces of nuclear operators. Let us start by recalling the
basic definitions and giving precise formulations of some of the above-mentioned
results and problems.

Let X be a Banach space and A, B C X two nonempty sets. We set

a(A7 B) = sup{dist(a, B); a € A}.
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This quantity measures how much the set A sticks out from the set B and sometimes
it is called the excess ofA A from B. Note, that the order of A and B does matter
and that max{d(A4, B),d(B, A)} is the Hausdorff distance of the sets A and B.

The quantity d is used to define several measures of (weak) non-compactness.
Although we focus on weak non-compactness, we begin by the Hausdorff measure
of (norm) non-compactness which is defined by the formula

x(A) = inf{d(A, F); F C X finite} = inf{d(A, K); K C X compact}

for a bounded set A C X. It is clear that x(A4) = 0 if and only if A is relatively
norm compact.
De Blasi measure of weak non-compactness introduced in [9] is defined by

w(A) = inf{a(A,K); K C X weakly compact}.

It is a natural modification of the Hausdorff measure of non-compactness. Further,
w(A) = 0 if and only if A is relatively weakly compact. As remarked in [9] this was
proved already by Grothendieck [15, p. 401].

Another measure of weak non-compactness inspired by the Banach-Alaoglu theo-
rem is defined by

wky (4) = d(AY, X).

Here A” is the closure of A in the space (X**,w*), where X is considered to
be canonically embedded into its bidual. It is a direct consequence of the Banach-
Alaoglu theorem that a bounded set A C X is relatively weakly compact if and only
if wkx (A) = 0. This measure was used, explicitly or implicitly and using different
notations, in the above-quoted papers [11, 13, 2, 12, 7]. It was established in these
papers that it is equivalent to several other measures of weak non-compactness.
We will mention and use only one more measure inspired by the Eberlein-Smulyan
theorem and defined by

wekx (A) = sup{dist(clusty, (x,), X); (z,) is a sequence in A},

where clust,,~(x,) denotes the set of all the weak*-cluster points of the sequence
(z,,) in the bidual X**. Tt follows easily from the Eberlein-Smulyan theorem that
wckx (A) = 0 whenever A is relatively weakly compact. The converse follows from
the quantitative version of the Eberlein-Smulyan theorem proven in [2]. It consists
in the inequalities

wekx (A) < wkx (A) < 2wckx (A)

which hold for any bounded subset A C X. Further, the following inequalities are
easy to check:
wkx (4) <w(A4) < x(4).
The quantities wkx (-) and w(-) in general are not equivalent. As mentioned above,
this was proved in [4, 3]. On the other hand, in some classical spaces the two
quantities coincide. Let us recall these results.
The first one concerns the Lebesgue spaces of integrable functions.

Theorem A. [17, Lemma 7.4 and Theorem 7.5] Let X = L'(u) where p is any
nonegative o-additive measure (not necessarily o-finite). Then

w(A) = wkx (A) = wekx (A) = inf {sup /(|f| —exgp)tdu e >0,u(E) < oo}
feA
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for any bounded set A C X.

The next result concerns a special case of the previous one, namely the space
(1(T"). In this case the formula is easier and, moreover, due to the Schur property
the measures of weak non-compactness coincide also with the Hausdorff measure of
norm non-compactness.

Theorem B. [17, Proposition 7.3] Let X = ¢Y(T) for an arbitrary set . Then
X(A) = w(A) = wkx (A) = wekx (A) = inf ¢ sup Z |zy|; FF CT finite
z€A
~YED\F
for any bounded set A C X.

The last result concerns the space ¢o(I"). Although it was essentially proven in
the quoted papers, it is not explicitly formulated in this form. Therefore we provide
a proof, for the sake of completeness.

Theorem C. Let X = ¢o(I") for an arbitrary set T'. Then

W(A) = WkX (A) = WCkX (A)

=sup inf{ sup liminf ‘xff . F CT finite p; (2%) is a sequence in A
"/GF\F k—o0

for any bounded set A C X.

Proof. The equality w(A) = wkx (A) is proved in [17, Proposition 10.2], the equa-
lity wkx (A) = wckx (A) follows from [7, Theorem 6.2]. It remains to show that
the formula gives wckx (A). To this end first observe that the bidual of ¢y(T") is
the space £>°(T") and that the weak* topology on bounded sets coincides with the
topology of pointwise convergence.

The inequality ‘>’ follows from the fact that for any bounded sequence (z*) in
co(I") we have

dist(clust,,« (%), co(T)) > inf { sup liminf |a:’f{| ; F CT finite .
’YEF\F k—o0

Indeed, fix a bounded sequence (z*) in ¢o(I") and any ¢ > dist(clusty,« (2*), co(T)).
So, there is some y € clust,~ (z*) such that dist(y, co(T)) < c. It follows that there
is a finite set /' C I' such that sup,cpr\r [y,| < c. Since y, is a cluster point of
the sequence (xfi), we get liminfg_, |x’,j| < |yy| for any v € I'. It follows that
the quantity on the right-hand side is smaller than c. It completes the proof of the
inequality ‘>’.

To prove the inequality ‘<’ fix any ¢ < wckx (A4). It follows that there is a
sequence (z¥) in A such that dist(clust,«(2"*),co(I')) > c. Since each z* has at
most countably many nonzero coordinates, there is a subsequence (z*7) which
pointwise converges on I'. Denote the limit y. Then y € ¢*°(T") and the sequence
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(zFn) weak* converges to y. So, y € clust,,(z¥) and hence dist(y, co(T')) > ¢. Since

dist(y, co(T")) =inf < sup |y,|; F C T finite
YET\F

=inf < sup lim ‘xﬂ ; FF CT finite ; ,
’YGF\F k—o0

the proof of ‘<’ is completed. ([

In view of the three above-mentioned results and of the counterexample of [4, 3]
the following problem seems to be natural and quite interesting.

Problem 1. Is there a classical Banach space X in which the measures w(-) and
wkx (+) are not equivalent?

Since the notion of a classical Banach space has no precise definition, we formu-
late several more concrete questions.

Problem 2. Let X = C(K) where K is a compact Hausdorff space. Are the
measures w(-) and wkx (+) equivalent for bounded subsets of X ¢
Is it true at least for K = [0,1]? Is it true at least for K countable?

This problem was formulated and commented already in [17, Question 11.1].
Another question concerns a possible non-commutative version of Theorem C.

Problem 3. Let X = K(H) be the space of compact operators on a Hilbert space
(equipped with the operator norm). Are the measures w(-) and wkx (+) equivalent
for bounded subsets of X ¢

An even more ambitious problem is the following one, a positive answer would
give positive answers to the previous two problems.

Problem 4. Let X be a C*-algebra. Are the measures w(-) and wkx () equivalent
for bounded subsets of X ?

The last problem we formulate concerns a non-commutative variant of Theo-
rem A.

Problem 5. Let X be the predual of a von Neumann algebra. Are the measures
w(+) and wkx (-) equivalent for bounded subsets of X ¢

In the present paper we prove, among others, a partial positive answer to the last
problem. The precise formulation of the results is given in the following section.

2. MAIN RESULTS

Our main results are two theorems on coincidence of measures of weak non-
compactness. The first one deals with certain spaces of nuclear operators and the
second one with preduals of atomic von Neumann algebras. In this section we recall
the necessary definitions and give precise formulations of the results.

Recall that, a linear operator T : X — Y between Banach spaces is said to
be nuclear provided there are sequences (z}) in X* and (y,) in Y such that
Yoozt - [lynll < oo such that Ta = >"07 | a}(x)y, for z € X. Further, the nu-
clear norm |||, is defined to be the infimum of the values > 7 | [|z%| - lyn || < oo
over all possible such representations. The space of all the nuclear operators from
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X to Y equipped with the nuclear norm is denoted by N(X,Y’). The main result
on nuclear operators is the following theorem.

Theorem 2.1. Let J and A be infinite sets and p,q € (1,00).

(a) If p > q, then N(£9(A),€P(J)) is reflexive and hence all the measures of
weak non-compactness vanish for any bounded subset of N(£9(A),¢P(J)).
(b) If p < gq, then Z = N(£1(A),¢P(J)) is not reflexive and for any bounded set
A C Z we have
w(A) =wkyz (A) = wekz (A)

= inf {sup (I —Pco)T(I—-Qp)lly;CCJ,DCA ﬁm’te} ,
TeA
where Po : (P(J) — €P(J) is the canonical projection annihilating coordi-
nates outside C' and Qp is the analogous projection on £4(A\).
(¢) For any bounded set A C N(£4(A),£P(J)) we have

x(4) < inf{sup |T — PcTQplly; CCJ,DCA ﬁnite} < 2x(A).
TeA

This theorem will be proved in the next section. The assertion (b) can be viewed
as a non-commutative version of Theorem B, as the nuclear operators are, in a sense,
a noncommutative version of /! (") (this is illustrated by Lemma 3.5(b) below). The
assertion (c) is easy and is included for the sake of completeness. It also illustrates
the difference between the non-commutative and commutative cases. Indeed, unlike
the space of nuclear operators, the space £*(T") has the Schur property (hence w =
in this space). The comparison of the formulas in (b) and (c) reveals the different
nature of the non-commutative case. Furhter, the assertion (c¢) does not provide
a precise formula for x, only the two inequlaties. This pair of inequalities cannot
be easily replaced by an equality by Example 3.10. We do not know whether the
constant 2 is optimal.

The second main result deals with atomic von Neumann algebras. Recall that a
von Neumann algebra is a *-subalgebra M C L(H) of the space of bounded linear
operators on a complex Hilbert space H which is equal to the double commutant
of itself. An element p € M is a projection if p* = p = p? (i.e., if it is an orthogonal
projection when considered as an operator). A projection p € M is called atomic if
the subalgebra pMp has dimension one or, what is the same, if p is an atom in the
projection lattice P(M). A von Neumann algebra M is called atomic if the unit of
M is the sum of atomic projections.

Theorem 2.2. Let M be an atomic von Neumann algebra and A C M, a bounded
set. Then

w(A) = wkpy, (A) = wekyy, (4).
Moreover, let (pa)aca and (¢;);es be two families (possibly but not necessarily the
same) of pairwise orthogonal atomic projections, both with sum one. Then all the
measures of weak non-compactness are equal to

inf ¢ sup |[(1 — Zpa)gp(l — Z gi)||; C C A, D CJ finite
pEA aeC jeD

We see that the formulas in two main results have similar form. In fact, the
two results are related — both of them cover the case of N(H), the space of nuclear
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operators on a complex Hilbert space (which is the predual of the atomic von
Neumann algebra L(H)).
Theorem 2.2 will be proved in the last section as a consequence of Theorem 2.1.

3. THE CASE OF NUCLEAR OPERATORS

The aim of this section is to prove Theorem 2.1. To this end we will need several
results on nuclear operators. Recall that, given Banach spaces X and Y, N(X,Y)
is the space of nuclear operators from X to Y equipped with the nuclear norm
(see Section 2), L(X,Y) is the space of bounded linear operators from X to Y
equipped with the operator norm and K(X,Y") is the subspace of L(X,Y) formed
by compact operators. The first result we need is the following one on trace duality.
It is essentially well known as it is clear from the below-given proof. We will need
mainly the assertion (a). For p € (1,00) we will denote by p* its dual exponent,
i.e., the number p* € (1, 00) satisfying % + p% =1.

Proposition 3.1. Let p,q € (1,00) and let J and A be nonempty sets.
(a) The dual of N(€P(J),t9(A)) is canonically isometric to L(£1(A),¢P(J)),
where the duality is given by

Jor T € L(EH(A), () and Y55, 2% (yn € N(E(J), £1(4)).
(b) The dual of K(¢P(J),L1(A)) is canonically isometric to N(¢1(A),¢P(J)),
where the duality is given by

<Z wZ(-)ymT> => @} (Tyn)
n=1 n=1

for 3oy @ (yn € N(€P(J),£9(A)) and T € K(L1(A), £7(J)).

(¢) The bidual of K(¢P(J),L9(A)) is canonically isometric to L(¢P(J),L9(A))
and the standard inclusion K(€P(J),09(A)) C L(LP(J),¢9(A)) corresponds
to the canonical emdedding to the bidual.

Proof. (a) By [21, Corollary 4.8] the space N (¢7(J),£9(A)) coincides with the com-
pleted projective tensor product 7" (J)&,£9(A). The dual of the projective tensor
product is described in [21, Section 2.2], we use the version given on p. 24.

(b) By [21, Corollary 4.13] the space K (¢P(.J),£?(A)) coincides with the comple-
ted injective tensor product £ (J)®.£9(A). By [21, p. 67] the dual of this injective
tensor product is identified with the space of integral operators I(¢9(A),¢P(J))
equipped with the integral norm (see [21, p. 62]). By [21, Corollary 4.17] the
space N (¢2(A),¢P(J)) is a closed subspace of I(¢£4(A),¢P(J)) and the nuclear norm
coincides with the integral one. Finally, as the spaces ¢7(A) and ¢P(J) are refle-
xive, an old result of A.Grothendieck [16] recalled in [10, p. 123] implies that
N(L1(A), £2()) = I(¢(A), £2(]))-

(c) This assertions follows immediately from (a) and (b). O

Using Pitt’s theorem [21, Theorem 4.23] the previous proposition implies the
following result (cf. [21, Corollary 4.24]):

Corollary 3.2. Let p,q € (1,00) and let J and A be infinite sets. The following
assertions are equivalent:
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(i) K(¢P(J),L4(N)) is reflexive.
(il) N(L9(A),€P(J)) is reflexive.

(iii) p > q.

Recall that for C C J and D C A we have defined in the statement of Theo-
rem 2.1 projections Po and Qp. Further, define ®c p € L(K(¢P(J),¢7(A))) by
O p(T)=QpTPc, T € K({P(J),¢7(A)). Then the following holds:

Lemma 3.3. For any nonempty sets C C J and D C A the following holds:
(a) ®c.p is a norm-one projection on K(¢P(J),(1(A)). If C and D are finite,
then it is a finite rank operator.
(b) ®%, (T) = PeTQp for T € N((9(A), £2(J)) = K (¢2(J), ((A))".
(c) ®¢p(T) = QpTFc for T € L({P(J),L7(A)) = K(LP(J), £1(A))™
Proof. The assertion (a) is obvious. To show (b) fix S € K(EP(J),W(A)) and
T =52 25 )yn € N(4(A),¢r(J)). Then

(@8¢5, pT,8) = (T, ®c pS) = (T,QpSPo) = Y x,(QpSPoyn)

n=1

Z Dxn SPCyn = <Z QEJC;(')PC?M, S>
n=1 n=1

and
Z Qpay () Poyn = Z 2, (Qpx)Peyn = PcTQpx
n=1
for z € L9(A). ThlS completes the proof of (b). The assertion (c) follows by the
same computation. O

The next lemma shows how the projections ®¢ p can be used to approximate
identity by finite-rank operators in spaces of operators. The important case is
1 < p < g < oo, but it holds also for 1 < ¢ < p < oco. In the latter case the
assertion (c) is superfluous, as (a) gives a stronger result (due to Corollary 3.2).

Lemma 3.4. Let p,q € (1,00) and let J and A be infinite sets. Let
Y ={(C,D); C C J finite,D C A finite}

be equipped with the partial order defined by (C,D) < (C',D') if C C C' and
D c D'. Then X is an up-directed set. Moreover, the following assertions hold:

(a) The net (Pc,p)(c,pyex converges to the identity in the strong operator to-
pology of L(K(£7(J),£7(A))).

(b) The net (P p)(c,pyes converges to the identity in the strong operator to-
pology of L(N(£9(A), £2(.J))).

(c) Thenet (& p(T))(c,pyes weak”-converges toT' for each T € L(¢P(J), L1(A)).

Proof. 1t is clear that X is an up-directed set. So, the limits used in the statements
(a)—(c) have sense.
(a) Let T € K(¢(J),¢%(A)) and € > 0. Since T is compact, there is a finite set
F C T(Byw () such that d(T(By (), F) < &. Further, find D C A finite such that
ly — Qpyll < § for y € F. Then ||QpT — T < 5. Indeed, given z € Byr(yy there
is y € I with [Tz — y|| < §. Then
€

e £ ¢
(T — QpT)z|| < ||Tx —yll + |ly — Qpyll + [|@p(y — Tx)|| < 5 + 5 + 5 32
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Now, QpT € K(¢P(J),£%(A)), hence the adjoint mapping (QpT)* belongs to
K(¢9"(A),£7" (J)). The above argument can be applied to (QpT)* and we can

find a finite set C' C J such that |[(QpT)* — P&(QpT)*|| < 5. Then clearly

IT — QpTPc| <e. Finally, if (C',D’) € ¥ with (C,D) < (C’,D’), then
|IT - QpTPo | < |T - QpTPcl| + |QpTPc — Qp TP ||
=T — QpTFc| + Qo (QpTPc — T)Pcr| < 2,
which completes the proof of the convergence.
(b) We will use the description of ®¢ , given in Lemma 3.3(b). Fix T €

N(¢1(A),¢P(J)) and € > 0. By the definition of nuclear operators there are se-
quences (z,,) in £7(J) and (y;;) in 7" such that 307 ||z, | - [|y5]] < co and

Ty=> yn(W)wn, ye ()
n=1

Fix N € Nsuch that ) _ n [|7n|| - |y;]] < e. Further, we can find a finite set C' C J

such that 25:1 lyx |- [z, — Poxy| < e. Finally, we choose a finite set D C A such
N

that 32,y ly; — @pynll - [[Poxa| < e. Then

S oo
IT = PeTQblly = || vi(Dan — > Qpyn(-) Pown
n=1 n=1 N
< Z y;(')xrb =+ Z Q*Dy:;()PC’xn
n>N N n>N N
N N
D un ()@ = Poza) ||+ (vn — Qbyn) () Pown
n=1 N n=1 N
< D Myallllzall + D 1Qbys I | Pownl

n>N n>N

N N
5 i o — Peall + 37 15 — Qbwill 1Pl < 4e.
n=1 n=1

Finally, if (C’,D’) € ¥ with (C,D) < (C’,D’), then we deduce, similarly as in
the proof of (a), that ||Qp/TPcr — Ty < 8¢, which completes the proof of the
convergence.

(c) This follows easily from (b): Fix T" € L(¢P(J),£9(A)). Then for each S €
N(01(A), P (J)) we have

(9EpT.S) = (T.®c,pS) 257 (T, 5) .
O

The assertion (b) of the following lemma says, roughly speaking, that block-
diagonal nuclear operators have an ¢ structure. This will be used as an essential
step to prove Theorem 2.1. The assertion (a) shows that block-diagonal bounded
operators have an £°° structure and, moreover, block diagonal compact operators
have a ¢g structure. It is an interesting counterpart of (b) and, moreover, it is used
in the proof of (b). The assertion (a) will be further used in the next section in the
proof of Theorem 2.2.
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Lemma 3.5. Let 1 < p < ¢ < co. Let I' be a nonempty set, let (C) er be
a system of nonempty pairwise disjoint subsets of J and (D) er be a system of
finite nonempty pairwise disjoint subsets of A.

(a) For each T € L(¢P(J),£%(A)) we have
T=> Qp,TPc, € L(P(J),L%(A)),
yel’

where the series converges unconditionally in the weak operator topology.
Moreover,

7] = sup @, 7P, || < I
yel

If T' is moreover compact, then the series converges unconditionally in the
operator norm and T is compact as well.

(b) For each T € N(£1(A), P(A)) we have
T =Y Pc,TQp, € N(t'(A), (7)),
~el’

where the series converges absolutely in the nuclear norm. Moreover,

7], = 3 1Pe, 70, 1y < 71
yel

Proof. (a) Let us first suppose that I' is finite. Then the convergence is obvious.
It remains to compute the norm of 7. First observe that for any v € I' we have

Qp,TPc, = Qp,TPc., hence ||Qp, TP, | < HT‘ Tt follows

] nas e 7 |

Let us prove the converse inequality. Denote M = max,er HQ p.,TPc, || and fix
any x € (P(J) with ||z|| < 1. Then

1/q 1/q
> Qo TPc,(@)| = | D [|@p,TPe,@|"| = (>_|@p,TPc, P, ()]
~yel ~el’ ~el’

1/q 1/q
v (Sredl’) v (Sresr) <
~el ~el’

Note that the assumption p < g was used in the second inequality on the second
line of the computation. We have showed that HT H = M. Since clearly M < ||T|,

we deduce that HTH < 7.

Next suppose that I" is general (possibly infinite). Similarly as above set M =
SUp.,er HQD’YTPC’YH' Clearly M < ||T||. Fix any = € ¢P(J). For any finite set
F C T we have (by the same computation as above)

1/q

> Qo TPc,(x)| <M | Y ||Pe,a|”

YEF yEF
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Since, > cr ||Pcwx||p < ||z]|?, the Bolzano-Cauchy condition shows that the series
> ver @, TPc, (x) converges unconditionally in the norm. If we denote the limit

T(z), it is clear that T is a linear operator and |T|| < M. The converse inequality
is obvious.

Finally, let us assume that T is moreover compact. We will show the uncon-
ditional convergence by verifying the Bolzano-Cauchy condition. Fix € > 0. By
Lemma 3.4(a) there are finite sets C' C J and D C A such that |T — QpTPc|| <e.
Let H C T be finite such that CyNC = 0 and D, N D = () for v € H. Then for
any v € H we have

l@p, TPc, | = |Qp, (T = @pTPo)Po, || <&,

thus

> Qp, TP | <e.

yeH

This completes the proof of the Bolzano-Cauchy condition and hence the proof of
the unconditional convergence of the series.

(b) Let us first suppose that T' is finite. Then the convergence is obvious and T
is clearly a nuclear operator. It remains to compute the norm of 7. By the triangle
inequality we get

7, < o l1Pe,7@o, I
yel’

Let us show the converse inequality. To this end we will use (a) and Proposition 3.1.
Fix ¢ > 0. Denote by M the cardinality of I'. For each v € I' we can find
Sy € K(¢P(J),£9(A)) such that ||S,|| <1 and

g

Re <PC,YTQD«,7S’Y> > HPCWTQD"/HN o M

Let
S=> Qb S Pc,.

vyel

Then S is a compact operator and by (a) we deduce S]] < 1. Thus

HTHN > Re <TS> = 3" Re(Pe,TQp,. Pe,S5Qb,)

~v,0€l’
= Z Re <<I>E~wpv (1), ®c;,05 (Sa)> = Z Re <(I)2‘5,Q5 (‘I’EWDW (1)), 55>
v,0€l v,6€l
= Z Re <(I)é'.y,D.y (T)’ SW> = Z Re <PC’YTQD’Y’ SV>
yel’ yel

> Z ||PC’YTQD’Y ||N -&

yel’
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This completes the proof of the second inequality. Moreover, a similar computation

Ty > Re(T,S) => Re(T,Pc,8,Qp,) =Y Re(T,®c, p,(S,))

~yeT yel
=Y Re(®& p (T),5,) = Y Re(Pe,TQp,. S,)
vell ~el’
> Z HPCWTQD’YHN —£

yel

shows that HTH <||T|| -
N

To prove the statement for a general I" it is enough to prove the absolute con-
vergence of the series. The rest then follows easily. We will show the absolute con-
vergence by verifying the Bolzano-Cauchy condition. Fix € > 0. By Lemma 3.4(b)
there are finite sets C' C J and D C A such that |7 — PcTQplly <e. Let HCT
be finite such that CyNC =0 and D, N D = for v € H. Then

S 1Pe, 7@,y = 3 [[Pe (T = PeTQo)o, ly < IT - Pe@Dplly <=
~YEH yeH
This completes the proof of the Bolzano-Cauchy condition and hence the proof of
the absolute convergence of the series. [

The next lemma identifies certain reflexive subspaces of spaces of operators and
will be used to compute the quantity w(-).

Lemma 3.6. Let p,q € (1,00) and let C C J, D C A be finite sets. Then

(a) Kop(tr(J),01(A)) ={T € K(ﬁp( ):t1(A)); (I = Qp)T(I — Po) =0} is a
reflexive subspace of K(€P(J),L4(A)).

(b) Nep(t4(A), £2(J)) =A{T € N(f"( ), 2(J)); (I = Po)T(I = Qp) = 0} is a
reflexive subspace of K(CP(J),L1(A)).

Proof. (a) Consider the operators ®c p, ® 5\¢,p, Pca\p and @ p\ca\p- All these
four operators are are norm-one projections and K (¢P(J),£9(A)) is the direct sum
of their ranges. Further, the subspace K¢ p(¢P(J),£9(A)) is the sum of the ranges
of first three of these projections. So, it is enough to observe that the three ranges
are reflexive. The range of ®¢ p is finite-dimensional. The range of ® y\¢ p is
canonically isometric to L(£P(J \ C),£4(D)), which is isomorphic to 7" (J \ C)™
where m is the cardinality of D, hence it is reflexive. Finally, the range of ®¢ A\ p
is canonically isometric to L(¢?(C),£2(A \ D)), which is isomorphic to ¢2(A \ D),
where n is the cardinality of C, hence it is reflexive as well.

(b) This can be proved similarly as (a) or, alternatively, it can be deduced from
(a) using the observation that N p(¢9(A), ¢P(J)), being the range of the projection
(I =@ 5\¢,a\p)", is canonically isomorphic to the dual of K¢ p(¢7(.J),¢?(A)), which
is the range of the projection I — ® j\ ¢ A\ p- |

The following easy abstract lemma will be used together with the previous one.

Lemma 3.7. Let X be a BAcmach space, Y C X a reflexive subspace and A C X a
bounded set. Then w(A) < d(A,Y).

Proof. Let R = sup{||z||; x € A}. Given z € A and y € Y with ||y|| > 2R, then
[z =yl = llyll = llzll > B > [l«]| = [l = O[],
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so dist(z,Y) = dist(x,Y N RBx). Since Y N RBy is weakly compact, we deduce
that
w(A) <d(A,Y NRBx) = d(4,Y),

which completes the proof. (Il

The next lemma compares measures of weak non-compactness in a Banach space
and in a 1-complemented subspace.

Lemma 3.8. Let X be a Banach space and' Y C X a 1-complemented subspace of
X. Let P: X —Y be a norm-one projection of X onto Y.
(a) wky (P(A)) < wkx (A), weky (P(A)) < wekx (A) andwy (P(A)) < wx(A)
for any bounded set A C X.
(b) wky (4) = wkx (A4), weky (A) = wekx (A) and wy (A) = wx(A) for any
bounded set A CY.

Proof. (a) We start by observing that
(1) dist(P**2**)Y) < dist(z**, X) for any z** € X**.
Indeed, given z** € X** and z € X we have
% —z|| > |P™ (™ — 2)|| = | P*2™ — Pz
Let us continue by proving the first inequality.* Since A is bounded and P**

is weak*-to-weak® continuous, we see that P**(A" ) = P(A)" . Therefore, given

any y** € Ww , there is ** € A with P**(2**) = y**. By (1) we see that
dist(y**,Y) < dist(z*™*, X). Since y** was arbitrary, we deduce wky (P(A)) <

To prove the second inequality fix a sequence (yx) in P(A). We can find a
sequence (xy) in A with y, = Pxy, for each k£ € N. For any weak*-cluster point
x** of (x) its image P**a™* is a weak*-cluster point of (y;) and, by (1), we see
that dist(P**2**,Y") < dist(z**, X). Therefore dist(clusty,-(yx),Y) < dist(x**, X).
Since z** was arbitrary, we deduce

dist(clusty,« (yx), Y) < dist(clusty,- (), X) < wekx (A) .

Since this holds for any sequence (yg) in P(A), we conclude wcky (P(A)) < wcky (A).

Finally, fix any ¢ > wx (A). It follows that there is a weakly compact set K C X
with a(A, K) < ¢. Then P(K) is a weakly compact subset of Y. Moreover, given
a € A and x € K, we have

lla =] = [[P(a —2)|| = [[Pa = Pz|| > dist(Pa, P(K)).
It follows that a(A,K) > a(P(A), P(K)), thus wy (P(A)) < ¢. This completes the
proof.

(b) The inequalities ‘>’ in all the three cases are obvious and holds also without
the complementability assumption. The convese inequalities follow from (a). ([

The last ingredient is the following result from [17].

Lemma 3.9. [17, Lemma 7.2(iii)] Let (Xy) er be a family of reflexive Banach
spaces and let X = (®7€F XV)ZJ Then for any nonempty bounded set A C X we
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have

w(A) = wkx (A) = wekx (A) = inf 51612 Z |lzy||; F CT finite
r ~yET\F

Now we are ready to give the proof of the first main result.

Proof of Theorem 2.1. The assertion (a) follows from Corollary 3.2.
(b) Suppose p < g. The inequalities wcky (A) < wkz (4) < w(A) are obvious.
Further, fix any C' C J and D C A finite. Set Y = N¢ p(¢9(A),¢P(J)) (see
Lemma 3.6(b)). By the quoted lemma the subspace Y is reflexive. By Lemma 3.7
we deduce that w(A) < a(A7 Y'). Since it is clear that

~

d(4,Y) < sup [|[(I = Pc)T(I = Qp)ll,
TeA

we deduce that

w(A4) < inf{sup (I —Pc)T(I-Qp)lly;CCJ,DCA ﬁnite} .
TeA

To complete the proof it suffices to show that

inf{sup |(I = Pc)T(I—-Qp)|ly;CCJ,DCA ﬁnite} < wckyz (A).
TeA

If the left-hand side is zero, it is trivial. Suppose that the left hand-side is strictly
positive and choose any numbers ¢ such that

0<e< inf{sup (I —Pc)T(I-Qp)lly;CCJ,DCA ﬁnite}
TeA

and an arbitrary € € (0,¢). By induction we can construct a sequence (7,) in A
and a sequence of finite sets C!, C J and D], C A with the following properties:

Ci =D =0,
|(I = Pey )Tu(I — Qpy) |N >cforn €N,
C) .1 DC) and D;, D Dj, for n € N,

HT;,C — PCLHT""‘QD%HHN <gfork,neN n>k.

The construction can be done easily by an iterated use of the assumptions and
Lemma 3.4(b).

For n € Nset C,, = C/,; \Cy, and D,, = D},.; \ D,,. Let ¥ : T — T be the
mapping provided by Lemma 3.5(b). By the quoted lemma we see that ¥ is a norm-
one projection. Hence, by Lemma 3.8 we see that wckyz (A) > wcky(z) (V(A)).
Moreover, by Lemma 3.5(b) the range ¥(Z) is canonically isometric to the ¢!-sum
of the finite-dimensional spaces Pc, ZQ)p, . So, we deduce by Lemma 3.9 that

weky (z) (¥(A)) > T}Lngzlelgrg 1P, k@b, lly = inf |[Pe, Tn@p,, Iy -
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For any m € N we have

1Pe,, Tu@p,, Il = [|(I = Pey ) Tl = Q)|
|Pc,, Tm@Qp,, — (I — Pe: )Ton(I = Qp: )|
>c— H(I — Pe; )(Per,, \ Tn@p:, = To)(I — QD:,L)HN

>c— HPC;”“TmQD;nH - mHN >c—€¢.

Hence, wcky(zy (¥(A)) > ¢ — € and therefore wckz (A) > ¢ — . Since ¢ and € were
arbitrary, this completes the proof.
(¢) Suppose A C N(¢9(A),¢P(J)) is a nonempty bounded set. Fix any finite sets
C C Jand D C A. Then
B = {PcTQD; T e A}
is a bounded subset of a finite-dimensional subspace, so it is relatively norm-
compact. Therefore

X(A) <d(A,B) < sup |T — PeTQpl| -
TeA

This completes the proof of the first inequality.

To prove the secon/c\l inequality, fix any € > 0. Then there is a finite set F' C
N(01(A),¢P(J)) with d(A, F) < x(A) + e. By Lemma 3.3(b) there are finite sets
C C J and D C A such that ||S — PcSQpl|y < € for each S € F. Fix any T € A.
Then there is S € F with ||T'— S|y < x(A) + €. Therefore

IT = PcTQplly < |IT = Sly + 115 = PeSQplly + [Pe(S = T)@bll v
<x(A)+e+e+x(A) +e=2x(A) + 3e.
Since € > 0 is arbitrary, the second inequality follows. O

Example 3.10. There are two sets A, B C N (%) such that

(A) = inf{sup IT = PoTQplly: C.D C N ﬁnt} 1
TeEA

x(B) < inf{sup T — PcTQplly; C,D CN ﬁm'te} .
TeB

Proof. (a) For n € N define the operator
T () = xpen, x = (v3) €2

and set A = {T,,; n € N}. It is clear that | T,||, = 1 for each n € N (cf. [21,
Proposition 2.1], recall that by [21, Corollary 4.8] the space N (¢?) coincides with
the completed projective tensor product ¢2®,¢2). Therefore it is obvious that

inf{sup | T — PcTQpllx; C,D CN ﬁnite} =1.
TeA

It remains to show that x(A) > 1 (the converse inequality follows from Theo-
rem 2.1(c).) To this end fix any finite set F' C N(¢?) and € > 0. By Lemma 3.4(b)
there are finite sets C,D C N such that ||S — PcSQp|ly < € (and, a fortiori,
|(I = Pc)S(I—Qp)|ly <c¢) foreach S € F. Let n € N\ (C'UD). Then for any
S € F we have

1T = Sl = I = Pe)(T = YT = Qo) = ITu — (I — P)SU - Qp)lly
> |[Tully — 1T = PO)ST — Qp)lly > 1.
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It follows x(A) > 1 —e. Since € > 0 is arbitrary, we deduce x(A4) > 1.
(b) For n € N define the operator

Un(2) = (x1 + ) (€1 +en), x=(x3) € >

and set B = {U,; n € N} U {1071}, where T} is the operator from (a). Since
|U. ||y = 2 for each n € N (this follows again from [21, Proposition 2.1]), we have

d(B, {0,1071}) < 2, hence y(B) < 2.
Let C, D C N be two finite sets. If 1 ¢ C' N D, then PcT1Qp = 0, hence

sup | T — PcTQplly > 1071, = 10.
TeR

Suppose that 1 € CN D. Fix n € N with n ¢ CU D. Then
sSup ||T - PCTQDHN > HUn - PCUHQDHN'
TeB

Set U = U,, — PcU,Qp and compute its nuclear norm. We have
Uz = xpe; + (11 +xp)en, == (1p) € (2
Then U is selfadjoint, hence
UtUz = Uz = (21 + xp)er + (w1 + 22)en, = (v) € 2.
An easy computation shows that the eigenvalues of U*U are 0, % and %

Therefore (using for example [20, the first paragraph on p. 151, Definition on p.
152 and Lemma 16.13]) we get

34v5  [3-v5 VB+2v5+1+v6-2V5+1
1Ully = 5 + 5 = 5

5+1 5—1
_ \/>+ ;‘ \/> _ \/5
It follows that

inf{sup T — PcTQpllx; C,D CN ﬁnite} >5>2>x(B),
TeB
which completes the proof. O

4. PREDUALS OF ATOMIC VON NEUMANN ALGEBRAS

In this section we provide a proof of Theorem 2.2. The proof will be done using
Theorem 2.1 and some facts on von Neumann algebras. The mere coincidence of the
measures of weak non-compactness easily follows from Theorem 2.1 using known
results. Indeed, if M C L(H) is an atomic von Neumann algebra, by [6, Theorem
4.2.2] there is a norm-one projection P : L(H) — M which is also weak*-to-weak*
continuous. It follows that the predual of M is 1-complemented in N(H), which is
the predual of L(H). So, the equality of measures of weak non-compactness follows
from Theorem 2.1 and Lemma 3.8.

If we wish to prove not only the coincidence of the measures of weak non-
compactness, but also the formula given in the statement of Theorem 2.2, we need
a more detailed description of P and a representation of M. Such a representation
is mentioned (without proof) in [1, p. 3]. We give a complete elementary proof for
the sake of completeness and, further, in order to obtain the formula easily.
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Proposition 4.1. Let H be a complex Hilbert space and M C L(H) an atomic
von Neumann algebra separating points of H. Let (pa)aca be a family of pairwise
orthogonal atomic projections in M with sum equal to the unit (i.e., to the identity
operator). For any C C A denote pc =) cc Pa- Then there is a partition (Z.)~er
of A to nonempty subsets such that

(i) pz, belongs to the center of M for each v € T,
(i) M = {T €eL(H); T= ZyerZprZv}7 where the sum is taken in the
weak operator topology.

Moreover, the family of projections {pz_; v € I'} does not depend on the particular
choice of the family (Po)ach -

Proof. Since M separates points of H, any atomic projection p € M is, when
considered as an operator on H, an orthogonal projection to a one-dimensional
subspace. So, there is an orthonormal basis (eq)aca of H such that, for each
«a € A, p, is the projection onto the linear span of e,. For any o € A set

Lo = ﬂ{C C A; a € C & po belongs to the center of M }.

It is clear that Z, is a well defined set containing « (hence nonempty) and that
Dz, belongs to the center for each & € A. Moreover, for o, 8 € A either Z, = Zg
or Zo, N Zg = 1. So, we have a decomposition

A=z
vyel’
to pairwise disjoint nonempty sets such that for each v € Z, the projection pz,
belongs to the center, but for () # C g Z., the projection pc does not belong to the
center. It follows that (i) is satisfied. It is clear that for any T € M we have

T = ZPZWT = ZPZWTPZW

yel’ yel’

the sum being taken in the weak operator topology. Hence, the inclusion ‘C’ of the
equality from (ii) is valid.

To prove the converse inclusion we will use the fact that M is a von Neumann
algebra, hence M equals its double-commutant M". Therefore, it is enough to show
that the commutant of M equals

(2) M' =43 Apz;sup|Ay| < oo
~el’ ver

The inclusion ‘D’ is obvious, let us show the converse. Let T € M’. Given a € A,
we have p, € M so p,T = Tp,. It follows that T is a diagonal operator, i.e.,

T(z) = an (x,eq) €qs x € H,
a€cA
for a bounded set of coefficients (c,). It remains to show that ¢, = ¢ if o, § € Z,
for some 7. So, fix y € I'and a € Z,. Set C = {f € Z,;¢cp = ca}. f C G Z,,
then the projection pc does not belong to the center of M. It follows that there
is S € M with pcS # Spc. Hence at least one of the spaces pc H and pa\cH is
not invariant for S. On the other hand, pz H and py\z, H are invariant for .S (as
pz, belongs to the center). It follows that there are two distinct points 31, 32 € Z,
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such that exactly one of them belongs to C' and (Seg,,eg,) # 0. Since T' € M', we
have ST =TS, hence

Cpy <Seﬁ1 ’ eﬁz> - <S(Cﬁ1 6ﬁ1)7 6ﬁ2> - <ST€ﬁ1 ’ eﬁ2> - <Tseﬁ1 ) 652> = CB, <Sef31a652> .

Since (Segs,,ep,) # 0, we deduce ¢z, = cg,, a contradiction. This completes the
proof of (ii).

It remains to show that the family {pz_ ; v € I'} does not depend on the parti-
cular choice of the family (pa)aea. To see this observe that the projections pz_ are
precisely the minimal central projections. Indeed, let ¢ € M be a central projection.
It follows from the description of M’ in (2) that there is a subset IV C I" such that
q = nyer’ pz.,. So, it is clear that the minimal central projections are precisely
the projections pz. . (I

Now we are ready to prove the theorem.

Proof of Theorem 2.2. Let (pa)aca and (g;);es be two families (possibly but
not necessarily the same) of pairwise orthogonal atomic projections, both with sum
one. For C' C A let pc have the same meaning as in Proposition 4.1. For D C J let
¢p have the analogous meaning. Let us find the decomposition A = | er £~ using
Proposition 4.1. Let us further find the analogous decomposition J = U5€ A Vs
(using the same proposition). By Proposition 4.1 there is a bijection 6 : I' — A
such that pz = qv,, for v € I'. Therefore we can assume that A = I" and that
we have

M =<{TeL(H); qu Tpz, in WOT
yel

Note that using the two different orthonormal bases we can represent M as

M =T eL(*(A),()); T=Y qv,Tpz, in WOT
yel

Now we are ready to complete the proof using Lemma 3.5 and Lemma 3.8:
For T € K(¢?(A),¢?(J)) define
= Z qv,Tpz, .

yel’

By Lemma 3.5(a) the series converges unconditionally in the norm and, moreover, ®
is a norm-one projection on K (¢2(A), ¢2(J)). Then ®* defines a norm-one projection
on N(£2(J),¢%(A)) and ** a norm-one projection on L(¢%(A), ¢?(.J)). Moreover, if
T € K((2(A),02(J)) and S = Y07, (-, yn) xn € N(£3(J), ¢*(A)), then

(@%(9), T) = (S, 2(T)) = Z (@(T)zn,yn) = Z <Z (JVVTPwamyn>

n=1 n=1 \~rel
o0 o0
= > Tpz,zn.qvyyn) = > D (- qv,¥n) pz, 20, T)
n=1~el n=1~€ F
<ZZ s AV, Yn) D2, T > <sz Sqv,, T >
yel' n=1 ~yel
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hence ®*(S) = 3 rpz,Sqv, for S € N(£2(J),£?(A)). Note that the series con-
verges absolutely in the operator norm by Lemma 3.5(b). Finally, the same com-
putation shows that

o™(T) =Y qv, Tpz,, T € LN, E(J)).

So, ®**(L(¢*(A),¢*(J))) = M, therefore M, can be canonically identified with
O*(N(L?(J),£2(AN)). Since this is a 1-complemented subspace of N(¢€2(.J),¢?(A)),
the measures of weak non-compactness with respect to M, and with respect to
N(¢%(J),£%(A)) coincide by Lemma 3.8, hence we conclude using the formulas from
Theorem 2.1(b). O

Remark 4.2. Proposition 4.1 is a more precise version of the representation result
mentioned in [1, p. 3]. A large part of the proof can be done using some results
given in [18]. Firstly, the assignment p,, — pz_ corresponds to the assignement from
[18, Proposition 6.4.3]. Secondly, the fact that pz M is canonically isomorphic to
L(pz, H) is related to the combination of [18, Proposition 6.4.3] (which yields that
pz, M is a factor of type I) with [18, Proposition 6.6.1] (which says that a type I
factor is *-isomorphic to L(H) for a Hilbert space H). Anyway, for the proof of our
result we needed an explicit and canonical version of these representation results.

Remark 4.3. Theorem 2.2 provides a partial answer to Problem 5. The general
case remains open. A solution would require a different method, since by [6, Theo-
rem 4.2.2] the only von Neumann algebras which are 1-complemented in L(H) by
a weak*-to-weak® continuous projection are the atomic ones.
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