Ergodicity

Definition 8.1: We say that a stationary sequence {X;,t € Z} with mean pu is mean square ergodic
or it follows the law of large numbers in Ls(2, A, P) if, as n — oo,

_ 1 <&
Xp=— ZXt — 1 in the mean square. (1)
n
t=1
If {X;,t € Z} is a sequence that is mean square ergodic then
1 n
- Z Xt £> Ky
n
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i.e. {Xy,t € Z} satisfies the weak law of large numbers for stationary sequences.

Definition 8.2: A stationary mean square continuous process {X;,t € R} with mean p is mean
square ergodic if, as T — o0,

1 T
X, = / Xpdt — p in the mean square. (2)
T Jo

Remark: The above described convergences imply that the empirical average (1) or the integral
(2) are weakly consistent estimates of the mean value p of the random sequence or process {X;},
respectively.

Theorem 8.1: A stationary random sequence { Xy, ¢ € Z} with mean p and autocovariance function
R is mean square ergodic if and only if

1 n
—g R(t) - 0 as n — oo.
n
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If the sequence is real-valued and moreover satisfies Y .~ |R(t)| < oo then nvar(X,) — > = . R(t).

Theorem 8.2: A stationary, mean square continuous process {X;,t € R} is mean square ergodic if
and only if its autocovariance function satisfies the condition

1 T
/ R(t)dt - 0 as T — oc.
0

T

If the process is real-valued and moreover satisfies [*_|R(t)|dt < oo then 7var(X;) — [*_ R(t)dt.

Exercise 8.1: Are the AR models from Exercises 6.3—6.5 mean square ergodic? And what about
the ARMA(2,1) model from Exercise 6.67

Exercise 8.4: Let {X;,t € Z} be a centered weakly stationary sequence with autocovariance function
R(t) = cos(nt), t € Z. Is {Xy,t € Z} mean square ergodic?

Exercise 8.5: Let {X;,t € R} be a centered weakly stationary process with autocovariance function
R(t) = cost,t € R. Is {X},t € R} mean square ergodic?



Prediction based on infinite history

Let {X;,t € Z} be a random sequence. H” = H{..., X, 1, X, } denotes the Hilbert space gene-
rated by the random variables {X;,¢ < n}, i.e. by the history of the process {X;,t € Z} up to
time n.

Prediction )A(nJrh(n) of Xp4n (Where h € N) based on the infinite history X, X;,—1, ... is the orthogo-
nal projection of the random variable X, ., into the space H” .. We denote X, (n) = Pg»_ (Xp1p)-

~

Prediction error (residual variance) is defined as E| X, 1, — Xpyn(n)|%

Consider a causal and invertible ARMA (m,n) sequence. Invertibility implies that

oo
Xnt1 = — Zdeanj +Ya1, nez.
=1

Causality implies that X,, € H{...,Y,—1,Y,} L Y,11. Thus the random variable Y, is uncor-
related with X,,, and similarly with any other X,,_r,k € N. From linearity and continuity of the
inner product we get Y,+1 L H" . Furthermore, — 3 22, dj X115 € H" . Thus the best linear
prediction of X,, ;1 based on the whole history X,,, X,_1, ...is the projection

[e.e]
Xn1 = — Z dj Xnt1-j, (3)
i=1

and the prediction error is

E|Xni1 — Xnp1|> = E|Ya)? = 02

Exercise 7.3: Let {X;,t € Z} be a random sequence given by the equation
X =Y, —05Y,_1, tezZ,

where {Y;,t € Z} is WN(0, 02). Determine X, for h € N and compute the prediction error.

Exercise 7.4: Consider the AR(2) model defined by
X, — 04X, 1 +0.04X, o =Y, tcZ,

where {Y;,t € Z} is a white noise WN(0, 0?). Find the prediction of X, 1, X, 12 and X,,.3 based
on the history X,,, X,_1,.... Compute the prediction errors.

Exercise 7.6: Consider the ARMA(2,1) model defined by
X; —0.5X;1 +0.04X; o =Y; +0.25Y;1, te€Z,

where {Y;,t € Z} is a white noise WN(0, 02). Find the prediction of X,,41 and X,2 based on the
history X,,, X,—1, .... Compute the prediction errors.



Prediction based on finite history

Concerning the prediction based on the finite history we denote Hf" = H{Xy,...,X,} the Hilbert
space generated by the random variables X1,..., X,.

The best linear prediction of X, 1 (for h € N) is the orthogonal projection into the space H', i.e.

~

)A(nJrh(n) = Z?:l ¢;X; € HY such that X, — Xpqp(n) L HY.

~

Prediction error (residual variance) is again defined as E| X, 1, — Xpin(n)|%

Exercise 7.9: Consider a stationary AR(2) process {Xy,t € Z} defined by the equation

1 1
X + gthl + gthZ =Y, tez,

where {Y;,t € Z} is a white noise. Assume that you have observed the values of the process
a) Xo= X1 =1,

b) Xop =1,

c) X1 =1,

d) Xo=X1=X_41=1.

Predict the value of X5 and compute the prediction error.



