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This document supplements the paper Komárek (2009) by some technical
details which are not included in the paper. Sections in this document are
numbered in the same way as in the paper. Equations from the main paper
are referred with the same numbers in this document.

3 Markov chain Monte Carlo

The sample {ψ(t), θ(t), K(t) : t = 1, . . . , T} from the posterior distribution is
obtained using a (reversible jump) Markov chain Monte Carlo simulation in
which one iteration consists of the following move types depending on whether
the number of mixture components K is prespecified or not. With K prespec-
ified, the algorithm iterates between

(1) updating the latent (censored) observations, see subsection 3.1;
(2) updating the mixture related parameters, see subsection 3.2.

With K random (allowed currently only when p = 1), we iterate between

(1) updating the latent (censored) observations, see subsection 3.1;
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(2) update of mixture related parameters as with fixed K as described in
subsection 3.2;

(3) split-combine move, see subsection 3.3;
(4) birth-death move, see subsection 3.3.

Improvement in the mixing of the chains can be achieved if within one MCMC
sweep, only one of the steps (2)–(4) is performed, each with a given probability
πmix

a , πmix
b or πmix

c , respectively (πmix
a +πmix

b +πmix
c = 1). This is also the user’s

option in the package mixAK.

3.1 Update of latent (censored) observations

For each i, when y∗i contains some censored components, it is updated by sam-
pling from the full conditional distribution which is a (multivariate) normal
distribution Np(µri

, Σri
) constrained by the limits of the observed intervals

l∗i and u∗i . In a univariate case, this is done by the inverse cdf sampling, in
a multivariate case a method described by Geweke (1991) is used.

3.2 Update of mixture related parameters without a change of K

The moves where the mixture parameters are updated, however when the num-
ber of mixture components K remains unaltered, follow largely the proposal
of Diebolt and Robert (1994). In fact, all parameters are updated in blocks
using a Gibbs kernel by sampling from the full conditional distribution. In the
following, let f(·| · · · ) denote a density of the full conditional distribution. In
summary we perform the following sub-moves:

Update of component allocations: sampling from

f(ri | · · · ) ≡ P(ri = k | · · · ) ∝ wk ϕ(y∗i |µk, Σk) (k = 1, . . . , K)

sequentially for i = 1, . . . , n.

Update of mixture weights: sampling from the Dirichlet distribution D(δ+
N1, . . . , δ +Nk), where

Nk =
n∑

i=1

I[ri = k] (k = 1, . . . , K).

Update of mixture precision matrices: sampling from the Wishart dis-
tribution Wp(ζ̃k, Ξ̃k) sequentially for k = 1, . . . , K to update Qk. For both
priors (7) and (8), degrees of freedom of the k-th full conditional Wishart
distribution are equal ζ̃k = ζ+Nk. In the case of semiconjugate independent
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prior (7), the scale matrix of the k-th full conditional Wishart distribution
is

Ξ̃k =
{
Ξ−1 +

∑
i:ri=k

(y∗i − µk)(y∗i − µk)′
}−1

.

In the case of natural-conjugate prior (8), the scale matrix of the k-th full
conditional Wishart distribution is

Ξ̃k =
{
Ξ−1 +

∑
i:ri=k

(y∗i − ȳ∗k)(y∗i − ȳ∗k)′ +
Nk ck

Nk + ck
(ȳ∗k − ξk)(ȳ∗k − ξk)′

}−1

,

where ȳ∗k = N−1
k

∑
i:ri=k y

∗
i .

Update of mixture means: sampling from the normal distributionNp(mk, Sk)
sequentially for k = 1, . . . , K to update µk. For semiconjugate independent
prior (7), parameters of the k-th full conditional normal distribution are

Sk =
(
NkQk +D−1

k

)−1
, mk = Sk

(
NkQkȳ

∗
k + D−1

k ξk

)
.

For natural-conjugate prior (8), parameters of the k-th full conditional nor-
mal distribution are

Sk =
{

(Nk + ck)Qk

}−1
, mk = (Nk + ck)−1(Nkȳ

∗
k + ckξk).

Update of variance hyperparameter: sampling from gamma distributions
Gamma(g̃j, h̃j) sequentially for j = 1, . . . , p to update γj. Parameters of the
j-th full conditional gamma distribution are

g̃j = gj +
Kζ

2
, h̃j = hj +

1

2

K∑
k=1

Qk(j, j),

where Qk(j, j) denotes the j-th diagonal element of matrix Qk.

3.3 Moves allowing a change of the number of mixture components

For univariate data (p = 1), moves allowing a change of the number of mixture
components follow the RJ-MCMC approach taken in Richardson and Green
(1997). Let µ1, . . . , µK be the (univariate) mixture means and σ2

1, . . . , σ2
K be

the (univariate) mixture variances. Two move types are proposed.

Split–combine move consists of either splitting an existing component into
two new components or combining two existing components into a new one.
Firstly a random choice is made whether to perform the split or combine
move. Namely, given K, the probability of attempting the split move is πsplit

K

and the probability of attempting the combine move is πcombine
K = 1− πsplit

K .
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Default values in the package mixAK are πsplit
1 = 1, πsplit

2 = · · · = πsplit
Kmax−1

= 0.5 and πsplit
Kmax

= 0 and can possibly be modified by the user.
When a combine move is attempted, a pair of neighboring components is

chosen, let say k1 and k2 such that µk1 < µk2 and there is no other mixture
mean in the interval [µk1 , µk2 ]. The two components are combined such that
a new component, let say k∗, has the same 0th, 1st and 2nd moment as the
original two components. That is, the weight wk∗ , the mean µk∗ and the
variance σ2

k∗ of the new component are given by

wk∗ = wk1 + wk2 , µk∗ =
wk1µk1 + wk2µk2

wk∗
,

σ2
k∗ =

wk1(µ
2
k1

+ σ2
k1

) + wk2(µ
2
k2

+ σ2
k2

)

wk∗
− µ2

k∗ .

The move into a new state with components k1 and k2 replaced by the com-
ponent k∗ and the number of mixture components K decreased by 1 is then
either accepted or rejected with a certain Metropolis-Hastings probability,
see Richardson and Green (1997) for more details. In the case of acceptance,
(latent) observations allocated originally into the components k1 and k2 are
re-allocated in the new component k∗.

In the split move, a component, let say k∗ is chosen at random from
existing K components and two new components, let say k1 and k2 are
proposed such that the split move is reversible to the combine move is a sense
described generally in Green (1995). The weights wk1 , wk2 , the means µk1 ,
µk2 , and the variances σ2

k1
, σ2

k2
of the two new components are given by

wk1 = wk∗u1, wk2 = wk∗(1− u1),

µk1 = µk∗ − u2σk∗

√
wk2

wk1

, µk2 = µk∗ + u2σk∗

√
wk1

wk2

,

σ2
k1

= u3(1− u2
2)σ

2
k∗
wk∗

wk1

, σ2
k2

= (1− u3)(1− u2
2)σ

2
k∗
wk∗

wk2

,

where u = (u1, u2, u3)
′ is an auxiliary random vector whose components

are generated randomly independently, ul from Beta(al, bl) (l = 1, 2, 3).
Default values in package mixAK are a1 = b1 = 2, a2 = 1, b2 = 2, a3 =
b3 = 1. Additionally, for (latent) observations allocated in the component k∗

a new allocation, either k1 or k2 is randomly proposed. The whole proposal
is accepted with a certain Metropolis-Hastings probability as described in
detail by Richardson and Green (1997). Note that the proposal is rejected
with probability one if there is other mixture mean in the interval [µk1 , µk2 ]
to ensure reversibility with the combine move.

Birth–death move consists of either proposing a new component (birth)
or deleting one of the empty components (death). Similarly to the split–
combine move, a random choice is made whether to perform the birth or
the death move. Namely, given K, the probability of attempting the birth
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move is πbirth
K and the probability of attempting the death move is πbirth

K =
1 − πdeath

K . Default values in the package mixAK are πbirth
1 = 1, πbirth

2 = · · ·
= πbirth

Kmax−1 = 0.5 and πbirth
Kmax

= 0 and can possibly be modified by the user.
When a birth move is attempted a new component weight wk∗ , mean µk∗

and variance σ2
k∗ are sampled from the prior distribution, the weights of ex-

isting components are rescaled to satisfy the sum-up-to-one constraint and
the whole proposal is accepted with a certain Metropolis-Hastings proba-
bility computed along the lines described in Richardson and Green (1997).

When a death move is attempted one of empty components, i.e. compo-
nents into which currently there are no observations allocated and hence
Nk = 0, is chosen at random. The proposal consists of deleting this com-
ponent and rescaling the remaining weights to satisfy the sum-up-to-one
constraint. Analogously to the previous cases, the whole proposal is ac-
cepted with a certain Metropolis-Hastings probability, see Richardson and
Green (1997) for details.
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