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Abstract. Let Ω ⊂ Rn be open. We show that each homeo-
morphism f ∈ W 1,n−1

loc (Ω, Rn) satisfies f−1 ∈ BVloc(f(Ω), Rn).
If we moreover assume that f has finite distortion, then f−1 ∈
W 1,1
loc (f(Ω), Rn) and f−1 has finite distortion. The main ingredi-

ent is a new result on change of variables in integral (area and
coarea formula) for such mappings.

1. Introduction

Suppose that Ω ⊂ Rn is an open set and let f : Ω → f(Ω) ⊂ Rn be
a homeomorphism. In this paper we continue the study of conditions
which guarantee that f−1 ∈ W 1,1

loc (f(Ω),Rn) or BVloc(f(Ω),Rn) (see
Preliminaries for the definition of these spaces).

Theorem 1.1. Let Ω ⊂ Rn be an open set and f ∈ W 1,n−1
loc (Ω,Rn) be

a homeomorphism. Then f−1 ∈ BVloc(f(Ω),Rn).

Note, that under these assumptions we cannot expect that f−1 ∈
W 1,1
loc . Indeed, consider g(x) = x + u(x) on the real line, where u is
the usual Cantor ternary function. Let h = g−1. Then h−1 fails to be
absolutely continuous. By setting f(x) = (h(x1), x2, · · · , xn) we obtain
a Lipschitz homeomorphism whose inverse fails to be of the class W 1,1

loc .

On the other hand it is possible to prove that f−1 ∈ W 1,1
loc if we add

the requirement that f has finite distortion.

Theorem 1.2. Let Ω ⊂ Rn be an open set and f ∈ W 1,n−1
loc (Ω,Rn) be a

homeomorphism of finite distortion. Then f−1 ∈ W 1,1
loc (f(Ω),Rn) and

f−1 is a mapping of finite distortion.

Above, a homeomorphism f ∈ W 1,1
loc is of (or has) finite distortion if

its Jacobian Jf is strictly positive almost everywhere on the set where
|∇f | does not vanish.
Our results are known in the planar case (see [9, Theorem 1.2] and

[11, Theorem 1.1]). In the space, i.e. n ≥ 3, they are known under
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1
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the stronger assumption that f ∈ W 1,p
loc for some p > n − 1. (See [10],

[11] and [18]; with some additional assumptions we may find the result
already in [23].) For some other results in this direction consult e.g. [8]
and [2]. Let us note that for each n ≥ 3 and 1 ≤ p < n − 1 there is a
mapping of finite distortion in W 1,p whose inverse fails to be in BVloc
(see [11, Example 3.1]) and therefore our regularity assumptions on f
are optimal.
The condition p > n−1 was concerning the Lebesgue scale of spaces.

In fact, this was used mainly to establish the area theorem for almost
all hyperplanes, and thus the result, as well as the area formula on
Rn−1, holds if ∇f belongs to the Lorentz space Ln−1,1 (for the area and
coarea formula in the Lorentz setting see [12], [17]).
Recall that the area formula on Rm holds for mappings in the Sobolev

space W 1,p(Rm,Rm) if p > m [15], whereas it fails if p ≤ m (for de-
scription of a counterexample due to Cesari and further discussion see
[14]). If p < m, there exists even a homeomorphism in W 1,p(Rm,Rm)
such that the area formula fails ([19], for improvements see [13]), but
for homeomorphisms of class W 1,m the area formula holds [20]. The
last result looks promising for our purposes, but it highly relies on the
assumption that the homeomorphism is between Euclidean spaces of
the same dimension. We want to apply it to mappings from Rn−1 to
Rn, and then the area formula can fail, see Example 5.1.
Fortunately, we are able to prove that if f ∈ W 1,n−1((−1, 1)n,Rn) is

a homeomorphism, then the area formula holds on almost all hyper-
planes. We believe that the new area formula may be of independent
interest and it might find applications elsewhere. As a consequence we
also derive a related coarea formula (Theorem 4.4).
The area formula on almost all hyperplanes was clear in the Lorentz

setting: if |∇f | ∈ Ln−1,1((−1, 1)n), then |∇fbH | is in Ln−1,1(H) for al-
most every hyperplane H and the area formula holds then on H. In our
new situation, if |∇f | ∈ Ln−1((−1, 1)n), Example 5.1 indicates that the
finiteness of the norm may not be a sufficient argument. We consider a
slightly stronger condition which holds on almost all hyperplanes (see
Theorem 3.1).

Theorem 1.3. Let f ∈ W 1,n−1
loc ((−1, 1)n,Rn) be a homeomorphism.

Then for almost every y ∈ (−1, 1) the mapping fb(−1,1)n−1×{y} satis-
fies the Luzin (N) condition, i.e., for every A ⊂ (−1, 1)n−1 × {y},
Hn−1(A) = 0 implies Hn−1(f(A)) = 0.

In the previous paper [10] it was moreover possible to prove that both
f and f−1 are differentiable almost everywhere under the stronger reg-
ularity assumption |∇f | ∈ Ln−1,1. In the last section we use ideas from
[22] to give an example of W 1,n−1 homeomorphism of finite distortion
such that both f and f−1 are nowhere differentiable.
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2. Preliminaries

We say that g : Ω → Rn belongs to the Sobolev space W 1,p
loc (Ω,Rn),

1 ≤ p < ∞, if g is locally p-integrable and if the coordinate functions
of g have locally p-integrable distributional derivatives.
A mapping f ∈ L1(Ω;Rn) is of bounded variation, f ∈ BV (Ω;Rn), if

the coordinate functions of f belong to the space BV (Ω). This means
that the distributional partial derivatives of each coordinate function
h of f are measures with finite total variation in Ω : there are Radon
(signed) measures µ1, · · · , µn defined in Ω so that for i = 1, · · · , n,
|µi|(Ω) <∞ and ∫

Ω
hDiϕ dx = −

∫
Ω
ϕ dµi

for all ϕ ∈ C∞
0 (Ω).

For x ∈ Rn we denote by xi, i ∈ {1, . . . , n}, its coordinates, i.e.
x = [x1, x2 . . . xn]. Fix y ∈ R. Since Rn−1 × {y} is in fact a copy of
Rn−1, the Hausdorff measure on it can be identified with the Lebesgue
measure and we can write dz instead of dHn−1(z).
The euclidean norm of x ∈ Rn is denoted by |x|. By B(x, r) we
denote an euclidean ball centered at x ∈ Rn with radius r > 0 and by
S(x, r) we denote the corresponding sphere. We call the product of n
one dimensional intervals an n-dimensional interval.
Given a square matrix P ∈ Rn×n, we define the norm |P | as the

supremum of |Px| over all vectors x of unit euclidean norm. The ad-
jugate adjP of a regular matrix P is defined by the formula

P adjP = I detP,

where detP denotes the determinant of P and I is the identity matrix.
The operator adj is then continuously extended to Rn×n. We also
denote by cof P the transpose of adjP .
We use the symbol |E| for the Lebesgue measure of a measurable set

E ⊂ Rn. A mapping f : Ω→ Rn is said to satisfy the Luzin condition
(N) on E if |f(A)| = 0 for every A ⊂ E such that |A| = 0.
Let f ∈ W 1,1

loc (Ω,Rn) and E ⊂ Ω be a measurable set. The multiplic-
ity function N(f, E, y) of f is defined as the number of preimages of y
under f in E. We say that the area formula holds for f on E if

(2.1)
∫

E

η(f(x)) |Jf (x)| dx =
∫

Rn

η(y)N(f, E, y) dy

for any nonnegative Borel measurable function η on Rn. It is well
known that there exists a set Ω′ ⊂ Ω of full measure such that the area
formula holds for f on Ω′. Also, the area formula holds on each set on
which the Luzin condition (N) is satisfied. This follows from [1, 3.1.4,
3.1.8, 3.2.5], namely, it can be found there that Ω can be covered up to
a set of measure zero by countably many sets the restriction to which
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of f is Lipschitz continuous. For more explicit statements see e.g. [5],
[7].

3. Luzin (N) condition on hyperplanes

In this section we will prove Theorem 1.3. If fact, we will show a
stronger statement which specifies on which hyperplanes we may be
sure that the Luzin (N)-condition is satisfied.
The scheme of argumentation is the following:

Lemma 3.2→ Lemma 3.3→ Theorem 3.1→ Theorem 1.3
In what follows, we fix a smooth mollification kernel ψ1 on Rn such

that the family (ψδ)δ,

(3.1) ψδ(x) = δ
−nψ1

(
x
δ

)
,

is a standard family of mollifiers. Recall that this means (in addition
to (3.1)) that each ψδ is a smooth nonnegative function with support
in B(0, δ) and

∫
Rn ψδ dx = 1. We also assume in the sequel that ψδ > 0

on B(0, δ).
Also, we introduce a “crude family” of mollification kernels

ψ̃δ = (2δ)
−nχ

Q(0,δ)
,

here χ
M
denotes the characteristic function of a set M which is 1 on

M and zero elsewhere, and Q(z, δ) the open cube with center at z and
radius δ:

Q(z, δ) = {x ∈ Rn : x− z ∈ (−δ, δ)n}.

Theorem 3.1. Suppose that f : (−1, 1)n → Rn is a homeomorphism
of the class W 1,n−1. Let t ∈ (−1, 1) be such that f ∈ W 1,n−1((−1, 1)n×
{t}) and

(3.2) lim inf
δ→0+

∫
(−1+δ,1−δ)n−1×{t}

ψδ ∗ |∇f |n ≤
∫
(−1,1)n−1×{t}

|∇f |n.

Then f satisfies the Luzin (N)-condition on (−1, 1)n−1 × {t}.

Proof of Theorem 1.3. By Theorem 3.1, we only need to show that
(3.2) holds for almost every t ∈ (−1, 1). Set

Φδ(t) =
∫
(−1+δ,1−δ)n−1×{t}

∣∣∣ |∇f |n − ψδ ∗ |∇f |n
∣∣∣

Since the mollifications of an L1 function converge in L1, by Fatou’s
lemma and Fubini’s theorem we have∫ 1

−1
lim inf
δ→0+

Φδ ≤ lim inf
δ→0+

∫ 1

−1
Φδ

= lim inf
δ→0+

∫
(−1+δ,1−δ)n

∣∣∣ |∇f |n − ψδ ∗ |∇f |n
∣∣∣ = 0.
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This means that lim inf Φδ(t) = 0 for almost every t ∈ (−1, 1), and
each such a t satisfies (3.2). �

Proof of Theorem 3.1. Suppose that (3.2) holds for t. Then, by Lemma
3.3 below,

Hn−1
∞ (f(Q× {t})) ≤ C

∫
Q×{t}

|∇f |n−1

holds for all cubes Q ⊂ (−1, 1)n−1. Let E ⊂ (−1, 1)n−1 be a set of
measure zero. Given ε > 0, we find an open set G ⊂ (−1, 1)n−1 such
that E ⊂ G and ∫

G×{t}
|∇f |n−1 < ε.

Let {Qj}j be a sequence of nonoverlapping closed cubes such that G =⋃
j Qj. Then

Hn−1
∞ (f(E × {t})) ≤ Hn−1

∞ (f(G× {t})) ≤
∑

j

Hn−1
∞ ((f(Qj × {t}))

≤ C
∑

j

∫
Qj×{t}

|∇f |n−1 = C
∫

G×{t}
|∇f |n−1 < Cε.

Letting ε→ 0 we obtain the assertion. �

The following lemma is the main step towards the area formula. In
view of its eventual own interest, we prove it in a form which is more
precise than what we actually need.

Lemma 3.2. Suppose that f : (−1, 1)n → Rn is a homeomorphism and
U ⊂⊂ (−1, 1)n is an open n-dimensional interval. If the restriction of
f to ∂U is of class W 1,n−1, then

Hn−1
∞ (f(U)) ≤ C

∫
∂U

| cof∇f νU | dHn−1,

where νU is the outer normal to U .

Proof. Suppose that there is a sequence {fk}k of smooth approxima-
tions of f such that fk → f in W 1,n−1(∂U ;Rn) and fk → f uniformly
in U . Then the functions fk are not homeomorphisms anymore, but
this failure will not be important in the sequel. Since f is a homeo-
morphism, we know that deg(f, U, ·) = 1 in f(U) (or −1, but without
loss of generality we may agree on 1). Set Gk = {y ∈ f(−1, 1)n :
deg(fk, U, ·) = 1}. Then, by Gustin’s boxing lemma [6]

Hn−1
∞ (Gk) ≤ CHn−1(∂Gk).

Since deg(fk, U, ·) is constant on components of Rn \ fk(∂U), ∂Gk is
contained in the image of ∂U under fk, and thus

Hn−1
∞ (Gk) ≤ CHn−1(fk(∂U)) = C

∫
∂U

| cof∇fk ν| dHn−1



6 MARIANNA CSÖRNYEI, STANISLAV HENCL AND JAN MALÝ

by the smooth coarea formula. Letting k →∞ we obtain the assertion,
as the integrand is continuous in W 1,n−1 and

f(U) ⊂
∞⋃

k=1

⋂
j≥k

Gj

(for passage to limit with Hn−1
∞ see [1, 2.10.22]). This argument is

enough to establish the estimate for “almost every” interval if f ∈
W 1,n−1((−1, 1)n;Rn), since in this case the standard mollifications con-
verge on “almost every boundary”. The reader interested primarily in
the main theorem of the section can now skip to the next lemma. In
order to establish the assertion as it is stated, we assume for simplicity
that the center of U is at the origin. Let p be the Minkowski seminorm
associated with U , namely

p(x) = inf{s > 0: x
s
∈ U}.

Then for ε > 0 small enough we set

f ∗(x) =


f
(

x
1−ε

)
, p(x) < 1− ε,

f
(

x
p(x)

)
, 1− ε ≤ p(x) ≤ 1 + ε,

f
(

x
1+ε

)
, p(x) > 1 + ε.

Then f ∗ is uniformly close to f on U , and since f ∗ is constant along
rays on a neighborhood of ∂U , the mollifications of f ∗ tend to f in
W 1,n−1(∂U,Rn). This way one can find the required approximations.

�

Lemma 3.3. Suppose that f : (−1, 1)n → Rn is a homeomorphism of
the class W 1,n−1. Let t ∈ (−1, 1) be such that f ∈ W 1,n−1((−1, 1)n−1×
{t}) and the condition (3.2) is satisfied. Then

Hn−1
∞ (f(Q× {t})) ≤ C

∫
Q×{t}

|∇f |n−1

for each (n− 1)-dimensional cube Q ⊂ (−1, 1)n−1.

Proof. For simplicity of notation let us assume that t = 0 and Q =
[−R,R]n−1. Let us denote

J = Q× {0},
Ir = (−R− r, R + r)n−1 × (−r, r).

Consider ρ > 0 such that Inρ ⊂ (−1, 1)n. By Lemma 3.2,

Hn−1
∞ (f(J)) ≤ C

∫
∂Ir

| cof∇f νIr | dHn−1 ≤ C

∫
∂Ir

|∇f |n−1 dHn−1.

for almost every r ∈ (0, ρ). The estimate of the “jacobian” by |∇f |n−1
is crude but sufficient for our purposes. We integrate by r and using
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the Fubini theorem “on each side” we obtain

(3.3) ρHn−1
∞ (f(J)) ≤ C

∫ ρ

0

∫
∂Ir

|∇f |n−1 dHn−1 ≤ C

∫
Iρ

|∇f |n−1.

Let x ∈ Iρ. Then
Hn−1(J ∩Q(x, ρ)) ≥ ρn−1.

Hence using the Fubini theorem we obtain
(3.4)

ρn−1
∫

Iρ

|∇f |n−1(x) dx ≤
∫

Iρ

(∫
J∩Q(x,ρ)

|∇f |n−1(x) dHn−1(y)
)
dx

=
∫

J

(∫
Q(y,ρ)

|∇f |n−1(x) dx
)
dHn−1(y)

= 2nρn

∫
J

(ψ̃δ ∗ |∇f |n−1)(y) dHn−1(y).

Since ψ̃ρ ≤ Cψnρ , from (3.3) and (3.4) we infer

Hn−1
∞ ((f(J)) ≤ C

∫
J

ψnρ ∗ |∇f |n−1.

Now it is clear that the condition (3.2) implies the estimate. �

4. Weak differentiability of the inverse

In this section we use the notation πr(x) = |x| for radial projection
and πS(x) = x

|x| for projection to the unit sphere. The following Lemma
easily follows from Theorem 1.3.

Lemma 4.1. Let f ∈ W 1,n−1(B(x, r0),Rn) be a homeomorphism. Then
for almost every r ∈ (0, r0) the mapping πS ◦ f : S(x, r)→ S(0, 1) sat-
isfies the Luzin (N) condition, i.e.

Hn−1(πS ◦ f(A)) = 0 for every A ⊂ S(x, r) such that Hn−1(A) = 0.

The following coarea formula is crucial for our proof of Theorem 1.1.
In what follows, Ω ⊂ Rn will be an open set.

Lemma 4.2. Let f ∈ W 1,n−1(Ω,Rn) be a homeomorphism. Set h =
πS ◦ f and let E ⊂ Ω be a measurable set. Then∫

∂B(0,1)
H1

(
πr

(
{x ∈ E : h(x) = z}

))
dHn−1(z) ≤

∫
E

| adj∇h| dx.

Proof. If f is Lipschitz, we can use coarea formula from Federer [1,
3.2.12] to obtain∫

∂B(0,1)
H1

(
πr

(
{x ∈ E : h(x) = z}

))
dHn−1(z) ≤

≤
∫

∂B(0,1)
H1

(
{x ∈ E : h(x) = z}

)
dHn−1(z) =

∫
E

| adj∇h| dx.
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In the general case, we cover the domain of f up to a set of measure
zero by countably many sets of the type {f = fj} with fj Lipschitz.
It remains to consider the case that E = N with |N | = 0. For

z ∈ S(0, 1) we denote Sz = π−1S (z). To obtain a contradiction suppose
that there is a set P ⊂ S(0, 1) such that Hn−1(P ) > 0 and for every
z ∈ P we have H1

(
πr(f−1(Sz) ∩ E)

)
> 0. Consider the following set

A ⊂ (0,∞)× S(0, 1) :

[r, z] ∈ A⇔ z ∈ P and r ∈ πr

(
f−1(Sz) ∩ E

)
.

By the Fubini theorem we obtain

|A| =
∫

P

H1
(
πr(f

−1(Sz) ∩ E)
)
dHn−1(z) > 0.

Set Er = E ∩ S(x, r). For almost every r we have Hn−1(Er) = 0 and
therefore we obtain Hn−1(πS ◦f(Er)) = 0 for almost every r by Lemma
4.1. Now the Fubini theorem implies

|A| =
∫ ∞

0
Hn−1(πS ◦ f(Er))dr = 0

which gives us a contradiction. �

The following lemma will give us the regularity of f−1. In its proof
we use ideas from [10, Proof of Lemma 3.2].

Lemma 4.3. Let f ∈ W 1,n−1
loc (Ω,Rn) be a homeomorphism. Then

(4.1)
∫

B

|f−1(y)− c| dy ≤ Cr0

∫
f−1(B)

| adj∇f(x)| dx,

for each ball B = B(y0, r0) ⊂ f(Ω), where

c = −
∫

B

f−1(y) dy

and C = C(n).

Proof. We fix y′ = f(x′) ∈ B and for simplicity of notation (without
loss of generality) we assume that x′ = 0. Denote

h(x) =
f(x)− y′

|f(x)− y′|
.

If y′′ = f(x′′) ∈ B and co({y′′, y′}) is the line segment connecting y′
and y′′, then f−1(co({y′′, y′})) is a curve connecting x′ and x′′ and thus

(4.2) |x′′ − x′| ≤ H1
(
πr ◦ f−1(co({y′′, y′}))

)
.

We have

(4.3) y ∈ co{y′′, y′} =⇒ y − y′

|y − y′|
=

y′′ − y′

|y′′ − y′|
.
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Hence, if r = |y′′ − y′|, then

|f−1(y′′)− f−1(y′)| ≤ H1
(
πr ◦ f−1(co({y′′, y′}))

)
≤ H1

(
πr

({
x ∈ f−1(B) : h(x) = y′′−y′

r

}))
.

Given r > 0, using Lemma 4.2 for the mapping f(x)− y′ we estimate
(4.4)∫

B∩∂B(y′,r)
|f−1(y′′)− f−1(y′)| dHn−1(y′′)

≤
∫

B∩∂B(y′,r)
H1

(
πr

({
x ∈ f−1(B) : h(x) = y′′−y′

r

}))
dHn−1(y′′)

≤ rn−1
∫

∂B(0,1)
H1

(
πr

({
x ∈ f−1(B) : h(x) = z

}))
dHn−1(z)

≤ rn−1
∫

f−1(B)
| adj∇h(x)| dx

≤ Crn−1
∫

f−1(B)

| adj∇f(x)|
|f(x)− f(x′)|n−1

dx,

where the last inequality follows using the chain rule, the formula
| adj(PQ)| ≤ C| adjP || adjQ| and the estimate∣∣∣adj∇ z − y′

|z − y′|

∣∣∣ ≤ C

|z − y′|n−1
.

Hence

|B| |f−1(y′)− c| ≤
∫

B

|f−1(y′′)− f−1(y′)| dy′′

=
∫ 2r0

0

(∫
B∩∂B(y′,r)

|f−1(y′′)− f−1(y′)| dHn−1(y′′)
)
dr

≤ C

∫ 2r0

0
rn−1

(∫
f−1(B)

| adj∇f(x)|
|f(x)− f(x′)|n−1

dx
)
dr

≤ Crn
0

∫
f−1(B)

| adj∇f(x)|
|f(x)− f(x′)|n−1

dx.

Integrating with respect to y′ and then using Fubini’s theorem we ob-
tain∫

B

|f−1(y′)− c| dy′ ≤ C

∫
f−1(B)

| adj∇f(x)|
(∫

B

dy′

|f(x)− y′|n−1
)
dx

≤ Cr0

∫
f−1(B)

| adj∇f(x)| dx.

�
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Proof of Theorem 1.1. It follows from Lemma 4.3 that there is a locally
finite Radon measure µ such that f−1 satisfies 1-Poincaré inequality in
f(Ω) ∫

B

|f−1(y)− c| dy ≤ r0µ(B)

for every ball B ⊂ f(Ω). Thus f−1 ∈ BVloc (see [16, Proposition
1.1]). �

We will introduce some notation needed in the sequel. We write Hi

for the i-th coordinate hyperplane

Hi = {x ∈ Rn : xi = 0}
and denote by πi the orthogonal projection to Hi, so that

πi(x) = x− xiei, x ∈ Rn.

By πj we denote the projection to the j-th coordinate πj(x) = xj.

Theorem 4.4. Let Ω ⊂ Rn be an open set and f ∈ W 1,n−1
loc (Ω,Rn) is

a homeomorphism. Then for each measurable set E ⊂ Ω we have∫
E

| adj∇(πi ◦ f)| =
∫

πi(Rn)
H1(E ∩ (πi ◦ f)−1(y)) dy.

Proof. As in the proof of Lemma 4.5, we can rely on the Lipschitz
coarea formula [1, 3.2.12] and restrict then our attention to the case
when E is Lebesgue null. We need only to show that the set of all
points y ∈ πi(Rn) such that H1(E ∩ (πi ◦ f)−1(y)) > 0 is of measure
zero. Since we already know that f−1 is of bounded variation, it follows
that for almost every y the preimage (πi◦f)−1(y)) is a rectifiable curve.
Hence, if this is of positive one-dimensional measure, there exists a
one-dimensional projection of this set which is also of positive one-
dimensional measure. Now we can obtain contradiction exactly as in
the proof of Lemma 4.2. �

Theorem 4.5. Let Ω ⊂ Rn be an open set and f ∈ W 1,n−1
loc (Ω,Rn)

be a homeomorphism such that f−1 ∈ W 1,1
loc (f(Ω),Rn). Then f−1 is a

mapping of finite distortion.

Proof. Suppose that f−1 is not a mapping of finite distortion. Then we
can find a set Ã ⊂ f(Ω) such that |Ã| > 0 and for every y ∈ Ã we have
Jf−1(y) = 0 and |Df−1(y)| > 0. Since f−1 is of the class W 1,1

loc , we may
assume without loss of generality that f−1 is absolutely continuous on
all lines parallel to coordinate axes that intersect Ã and that f−1 has
classical partial derivatives at every point of Ã (see e.g. [24, Th. 2.1.4]).
We claim that we can find a Borel set A ⊂ Ã such that |A| > 0 and

|f−1(A)| = 0. Since f−1 ∈ W 1,1 we know that f−1 is approximately
differentiable almost everywhere (see [1, 3.1.4]). Thus we can find
a Borel set A ⊂ Ã such that |A| > 0 and f−1 is approximatively



HOMEOMORPHISMS IN THE SOBOLEV SPACE W 1,n−1 11

differentiable at A. The area formula holds on a set of approximate
differentiability (see [1, 3.2.1]) and hence

|f−1(A)| =
∫
Ω
χf−1(A)(x) dx =

∫
f(Ω)

χA(y)Jf−1(y) dy = 0.

Clearly, there is i ∈ {1 . . . , n} such that the subset of A where
∂f−1(y)

∂yi
6= 0 has positive measure. Without loss of generality we will

assume that ∂f−1(y)
∂yi

6= 0 for every y ∈ A. Set E := f−1(A) and recall
that |E| = 0. Using Theorem 4.4 we obtain

(4.5)
∫

Hi

H1
(
πj({x ∈ E : πi ◦ f(x) = z})

)
dz = 0,

for each j ∈ {1, . . . , n}. By the Fubini theorem,∫
Hi

H1(A ∩ π−1i (z)) dz = |A| > 0.

Therefore there exists z ∈ Hi with

H1
(
πj(E ∩ f−1(π−1i (z)))

)
= H1

(
πj({x ∈ E : πi ◦ f(x) = z})

)
= 0,

and
H1(A ∩ π−1i (z)) > 0.

Clearly

0 <
∫

A∩π−1i (z)

∣∣∣∂f−1
∂yi

(y)
∣∣∣ dH1(y)

and therefore we can find j such that for h = πj ◦ f−1 we have

0 <
∫

A∩π−1i (z)

∣∣∣ ∂h
∂yi

(y)
∣∣∣ dH1(y).

Applying the one-dimensional area formula to the absolutely continu-
ous mapping

t 7→ h(z + tei)

we obtain

0 <
∫

A∩π−1i (z)

∣∣∣ ∂h
∂yi

(y)
∣∣∣ dH1(y)

=
∫

R
N(h,A ∩ π−1i (z), x) dx

=
∫

πj(E∩f−1(π−1i (z)))
N(h,A ∩ π−1i (z), x) dx

= 0 ,

which is a contradiction.
�
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Proof of Theorem 1.2. We claim that there is a function g ∈ L1loc(f(Ω))
such that

(4.6)
∫

f−1(B)
| adj∇f | =

∫
B

g.

This and Lemma 4.3 imply that the pair f, g satisfies a 1-Poincaré
inequality in f(Ω). From [3, Theorem 9] we then deduce that f−1 ∈
W 1,1
loc (f(Ω),Rn).
There is a set Ω′ ⊂ Ω of full measure such that the area formula
(2.1) holds for f on Ω′. We define a function g : f(Ω)→ R by setting

g(f(x)) =

{
| adj∇f(x)|

Jf (x)
if x ∈ Ω′ and Jf (x) > 0,

0 otherwise.

Since f is a mapping of finite distortion, we have

| adj∇f(x)| = g(f(x)) Jf (x) a.e. in Ω.

Hence for every A ⊂ f(Ω)

(4.7)

∫
f−1(A)

| adj∇f(x)| dx =
∫

f−1(A)∩Ω′
g(f(x)) Jf (x) dx

=
∫

A

g(y) dy.

For A = B this gives (4.6) and for other sets A it also implies g ∈ L1loc.
From Theorem 4.5 we now obtain that f−1 has finite distortion. �

5. Examples

Example 5.1. We construct a W 1,2-homeomorphism of an open set
Ω ⊂ R2 into R3 which does not have the Luzin N -property. We follow
an idea due to Reshetnyak [21]. We use a conformal mapping g of the
square (0, 1) × (0, 1) onto a Jordan domain U with |∂U | > 0. Then g
extends to a homeomorphism (labeled again as g) of [0, 1]× [0, 1] onto
U . There is at least one side L of [0, 1]× [0, 1], say L = {0}× [0, 1], such
that |g(L)| > 0. On Ω := (−1, 1)× (0, 1) we define the W 1,2-mapping
f as

f(x1, x2) =
(
g1(|x1|, x2), g2(|x1|, x2), x1

)
.

Example 5.2. There is a homeomorphism of finite distortion f ∈
W 1,n−1
loc ((−1, 1)n,Rn) such that both f and f−1 are nowhere differen-
tiable.

Proof. Let U = (−1, 1)n−1. There exists a nowhere differentiable con-
tinuous function ϕ ∈ W 1,n−1(U). For the convenience of the reader we
indicate the construction. Recall that given a point z and a small num-
ber δ, there is a smooth function η such that 0 < η ≤ 1, η(z) = 1, the
support of η is in B(z, δ) and the W 1,n−1-norm of η is less than δ. By a
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linear combination of such functions, for given parameters a, r > 0, we
can construct a Lipschitz function ϕa,r with the following properties:

‖ϕa,r‖W 1,n−1 < a, −a ≤ ϕ ≤ a

and for each x ∈ U there exists y ∈ U such that
(5.1) |y − x| < r and |ϕa,r(y)− ϕa,r(x)| ≥ a.

Now, we define

ϕ =
∞∑

k=1

ϕk,

where ϕk = ϕak,rk
, ak = 5−k and rk < 2−kak is chosen in such a way

that

(5.2)
∑
j<k

βj <
ak

4rk

,

where βk is the Lipschitz constant of ϕk. Then obviously ϕ is continu-
ous and of class W 1,n−1. If x ∈ U , then (5.1) and (5.2) give us that for
each k there exists yk ∈ U such that∑

j<k

|ϕj(yk)− ϕj(x)| ≤
∑
j<k

βj|yk − x| ≤ ak

4
,

|ϕk(yk)− ϕk(x)| ≥ ak,∑
j>k

|ϕj(yk)− ϕj(x)| ≤ 2
∑
j>k

5k−jak =
ak

2
,

and thus

|ϕ(x)− ϕ(yk)| ≥
ak

4
≥ 2k−2rk ≥ 2k−2|x− yk|.

It follows that ϕ is not differentiable at x.
We set

f(x1, . . . , xn) =
(
x1, . . . , xn−1, xn + ϕ(x1, . . . , xn−1)

)
.

It is easy to check that f is a homeomorphism in W 1,n−1 which is
nowhere differentiable. Analogously we obtain that

f−1(y1, . . . , yn) =
(
y1, . . . , yn−1, yn − ϕ(y1, . . . , yn−1)

)
is nowhere differentiable. �
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